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HARNESSING NUDGE 
FRAMEWORKS TO  
DESIGN HUMAN-
CENTERED GENERATIVE 
ALGORITHMS
A huma n-l i ke a r t i f icia l i ntel l i-
gence (AI) chatbot, such as the Chat 
Generative Pretrained Transformer 
(ChatGPT), a type of generative AI 
(GAI) application, has rapidly be-
come a widely used tool for informa-
tion search and generative services. 
ChatGPT is very versatile as it can 
answer questions and interact in 
a conversational manner with hu-
mans. This viral AI-powered chatbot 
can write essays, poems, theses, and 
even computer code. The dialogue 
format allows ChatGPT to answer 
follow-up questions, admit mistakes, 
challenge incorrect premises, and 
make appropriate suggestions.1

The human-centered GAI approach 
involves users throughout the al-
gorithm development and testing 
processes, providing an effective 

experience between humans and the GAI. The need for a 
human-centered framework for AI has emerged to address 
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the ethical, practical, and legal issues 
with GAI and make it sustainable so 
that it augments, empowers, and en-
riches human experiences instead of 
substituting human capacity.2 The 
framework could lead to a fairer, more 
transparent, accountable, and explain-
able GAI that supports human values, 
preserves human rights, and promotes 
user control to steer future GAI in the 
right direction. Important questions 
include how algorithms fit within a 

social context, how they can enable 
meaningful control, and how users can 
manage algorithm systems effectively. 
The answers to these questions will 
guide the development of GAI systems 
that reshape the relationship between 
humans and machines. Meaningful 
human control can play a key role in 
paving a practical way to develop hu-
man-centered algorithms in GAI as 
well as in developing extended AI by 
providing theoretical underpinnings 
of ethical reflection.

HUMANNESS AND GAI
The strength of GAI is often described 
as its ability to produce “human-like” 
creative outputs, including images and 
text.3 Current widespread debates focus 
on the potential impacts of these sys-
tems on existing systems of trust, eval-
uation, and creative value and broader 
social issues regarding potential bias. 
Two issues have been identified as being 
directly connected in human-centricity 
in GAI development. First, the datasets 
that are used to train GAI systems typ-
ically encode dominant cultural views, 
begging the question of which humans 
are being modeled by these systems 
and in what ways a normative view of 
humanness in AI reinforces discrimi-
natory and hegemonic views.4 The sec-
ond issue involves the ways in which 

humanism has utilized a particular 
view of “human nature” to establish and 
maintain normative, moral, cultural, 
and legal claims that elevate some in-
dividuals to the status of being moral 
agents, while relegating those deemed 
to be nonhuman to instrumental roles.5 
This includes the long history of antihu-
manist and posthumanism thought to 
support mastery over others.5 It is thus 
essential to examine how humanness 
is being defined and operationalized 

within AI. To advance our understand-
ing of humanness in the context of 
GAI, we should focus on three aspects: 
1) What kinds of data serve as the mod-
els for AI? 2) What human traits are con-
sidered appropriate and appropriable? 
3) How are these traits operationalized 
within specific AI systems?

These questions are essentially re-
lated to algorithmic experience (AX), 
namely, how people experience AI, 
what people know about algorithms, 
and how these user perceptions influ-
ence their interactions with AI. AX can 
be a subset of user experience (UX), but 
AX is focused on the domain of AI as 
its features, and performances are of-
ten significantly different from those 
of other technological objects.5 AX is 
a conceptual lens that considers the 
user’s perspective to understand more 
effectively how users perceive these al-
gorithms and how they experience AI 
overall. Despite GAI’s holistic impact 
on reality, it remains to be defined how 
people experience or enjoy GAI, and 
how automated processes may advance 
their experience with algorithms. Al-
gorithm services are conceived and 
designed to advance UX, but how us-
ers improve their experience through 
algorithms remains unanswered. The 
AX framework is an effective tool 
for humanizing AI. AX includes users’ 

ability to control algorithmic decision 
making by increasing awareness of 
how the system works so that users can 
manage algorithmic bias and negative 
influence consciously.4 The concept of 
meaningful user control over AI has 
been proposed as a key component of 
the AX, which can also address issues 
concerning fair, transparent, and ac-
countable AI.

ALGORITHMIC NUDGING 
VIA GAI
The use of GAI was initially limited to 
research settings but has now extended 
to diverse domains and everyday sce-
narios.6 As such, algorithmic nudg-
ing via GAI is becoming an effective 
practice. Nudge principles have been 
applied to algorithms so that they ma-
neuver or manipulate search results 
through allusive search recommen-
dations and targeted ads, steer users 
toward recommendations, and mix 
commercials with information in so-
cial media feeds.3 For example, data 
from Facebook’s feed exemplifies an 
algorithmic nudge as Facebook’s algo-
rithms empower these feeds to function 
as choice architects for the users. The 
algorithms curate news posts based on 
what it predicts will maximize a user’s 
click-through rate, that is, the num-
ber of posts a user clicks on, given the 
number of posts that a user is shown. 
The algorithm selects a user’s feed au-
tomatically and invisibly. By using al-
gorithms that work invisibly, nudges 
can be personalized to individuals, and 
their efficacy can be traced and attuned 
as the algorithm improves from data 
generated from users’ feedback.4

Platform providers use nudges within 
different dimensions of AI algorithms, 
such as news-recommending services, 
content-purchasing suggestions, and 
prescriptive decision-making tools. One 
example of algorithmic nudges in GAI is 
explanatory cues in generated informa-
tion. Explanatory cues in GAI can influ-
ence users’ behavior by gently steering 
them toward preferred choices through 
visual cues, push notifications, and alert 
alarms. With rapid developments in 

Because the results have natural language modality, 
users tend to trust these results, which have been 

algorithmically constructed for them.
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AI and machine learning, algorithmic 
nudges have become much more influ-
ential than traditional nudges because 
algorithms can effectively identify 
target segments toward which to nudge 
users to make behavioral changes  
(Figure  1). Curating personalized mod-
els is a well-honed skill, with large 
amounts of online data about users’ 
behavioral patterns available. Algo-
rithmic nudging helps users evaluate 
and interact with algorithmic systems 
on the basis that informed judgments 
lead to wiser decisions. If used correctly, 
algorithmic nudges can help people 
assess how platforms, firms, and the 
government use these technologies, en-
abling them to advocate for responsible 
technology design and use that avoid 
biases and protect privacy at the same 
time.7 Algorithmic nudges can involve 
meaningful efforts to empower more 
users to impact data flows and perceive 
whether or when they or others are be-
ing sidelined.

Another example of using algo-
rithmic nudge in GAI can be misin-
formation alerts in the system. As a 
form of indirect intervention, accu-
racy alerts have been used to nudge 

people to discern truthfulness, which 
can improve their discernment of 
what to share on social media. While 
the effectiveness of such nudges has 
not been confirmed, some of them, 
such as Full Fact, PolitiFact, FeedRe-
flect, and Associated Press, have been 
growing in popularity, becoming a 
major trend in social media and algo-
rithmic platforms.3

Although ChatGPT has become in-
creasingly popular and easily accessi-
ble, it is prone to inaccuracies and mis-
information. Despite its popularity, 
users have discovered that ChatGPT 
is vulnerable to misinformation as 
it lacks a judgment of the boundary 
between fact and fiction.8 With the 
emergence of GAI, the misinfor-
mation dilemma escalates. ChatGPT 
has attracted enormous traction for 

its ability to quickly and confidently 
present users with information.9 
However, this confidence and speed 
could pose a risk as GAI often gener-
ates false narratives. The efficient and 
quick information generation by GAI 
could have wide-ranging implications 
for the diffusion of misinformation 
online. Although GAI applications 
offer tremendous benefits, awareness 

of the potential dangers of generating 
and spreading misinformation is im-
portant. For example, ChatGPT cannot 
discern the boundary between fact 
and likelihood.8 Thus far, GAI tech-
nologies are designed not for factual 
accuracy but for quick and eloquent 
conversations. Most GAI cannot ver-
ify whether the results they generate 
are accurate, and users are limited in 
their ability to check the source of the 

Starting Page Recommended News

Hello. My name is 
Sally. Welcome to the 
world news. I am here 

to assist you with 
news.

Economic News:
“Are you interested in reading 
other economic news?
It is suggested to you since you 
have been browsing stock 
market data.  

Political Campaign News:
“Are you interested in 
reading other other 
political views?
It is suggested to you since 
you have been following 
election news.

Explanatory Cues

Interacting With Conversational Agents

FIGURE 1. Explanatory cues as an algorithmic nudge.

The key premise of human-centered GAI is 
to consider who will interact with AI instead 
of designing services only because they are 

technically feasible.
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information and its processing by the 
algorithms to generate content.9 Ow-
ing to this inability, ChatGPT tends to 
fabricate information to satisfy users’ 
inquiries with a quick response time. 
Misinformation can flow into AI mod-
els as well as from them, which means 
that some GAI will be vulnerable to “in-
jection attacks,” where malicious users 
input lies to the tools and train them; 

the tools in turn spread them. ChatGPT, 
for example, is susceptible to being 
used as a platform for misinformation 
generation and amplification.1 In many 
cases, misinformation is presented as a 
fact and truth. Because the results have 
natural language modality, users tend 
to trust these results, which have been 
algorithmically constructed for them. 
This concern is related to a lack of 
transparency and explainability. One 
of the biggest challenges for ChatGPT-
generated answers is explaining to us-
ers where the information comes from 
and how the answers are generated, 
constructed, and presented to them.

Although the consequences remain 
debatable and elusive, researchers have 
examined the relationship between AI 
and nudges, arguing that algorithmi-
cally personalized results can influence 
users and often lead to unintended con-
sequences and unwanted habits.10 The 
relationship between AI and nudges 
illustrates how personalized, tailored 
algorithms can use persuasion and psy-

chometrics to affect individual and col-
lective behavior in unintended ways.10 
Many recent discussions concur with 
concerns about algorithmic nudges’ 
ability to predict user tastes.10,11 The 
ongoing debate is on how algorithmic 
nudges are managed to lead to better 
consequences and whether regula-
tions should be enforced on liability 
assigned for negative nudges that lead 
to bad influences. Considering that 
nudging intermediaries can amplify 
the severity of public-related harm, it 
has been contended that any rules and 
regulations should respond to unethi-
cal nudges with varying guidelines for 

deciding cases of intermediary liabil-
ity. Thus, the question of how to design 
AI nudges that guide people toward 
better decisions ethically and respon-
sibly remains open.

Algorithmic nudges could be system-
atically deployed as a tool to enhance the 
never-ending cycle of extracting data, 
potentially manipulating consumer 
choice, and creating an optimum ad-
vertisement system controlled by AI. 
Algorithmic nudges can be used in the 
form of prebunking, debunking, and 
inoculation misinformation treatment. 
Appropriate nudges can combat misin-
formation by warning people about fake 
news before they see it. Also, nudges can 
be used in identifying disinformation af-
ter people have consumed information.

HUMAN-CENTERED 
APPROACH
The human-centered GAI approach 
involves users throughout algorithm 
development and testing processes, 
providing an effective experience be-
tween humans and AI (Figure 2).12 
The human-centered GAI system con-
tinuously advances user interaction 
while offering effective interaction be-
tween AI and humans.10 The need for 
a human-centered AI framework has 
emerged to address the ethical, practi-
cal, and legal issues with AI and make it 
sustainable so that it augments, empow-
ers, and enriches human experiences, 
instead of replacing human capacity.1 
The framework could lead to fairer, 
more transparent, accountable, and 
explainable AI that supports human 
values, preserves human rights, and 
promotes user control to steer future AI 
in the right direction. Important ques-
tions include how algorithms fit within 
a social context, how they can enable 
meaningful control, and how users can 
manage algorithm systems effectively. 
The answers to these questions will 
guide the development of AI systems 
that allow humans to see, perceive, cre-
ate, and behave with confidence and 
trust. Meaningful human control will 
play a key role in paving a practical path 
to realizing meaningful human control 

Selected Nonannotated 
Data Sample

Annotated
Data Sample

Human Annotator Annotated DataNonannotated Data

Machine Learning Model

Retrain
Stop

Continue

FIGURE 2. Human-centered AI.

Understanding the use of human-centricity is critical 
given the ways in which humanness has previously 
served to maintain technology-driven development.
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over AI algorithms. Extended AI can 
be designed and should be developed 
in a human-centered and meaning-
fully controllable way to contribute to 
a fairer and more transparent design 
to forge key positive effects with clear 
accountability.

The key premise of human-cen-
tered GAI is to consider who will in-
teract with AI instead of designing 
services only because they are tech-
nically feasible. The underlying as-
sumption is that AI systems should be 
available and communicate in a way 
that normal nontechnical users can 
understand. Human-centered AI aims 
to develop AI so that it can under-
stand how humans think, perceive, 
communicate, and interact, instead of 
compelling humans to learn how AI 
systems perform and function. This 
adds two important parameters to 
human-centered AI systems: 1) they 
should be able to understand humans, 
and 2) they should help humans trust 
them through fair, transparent, and 
explainable processes. These kinds 
of AI principles are mechanisms that 
make autonomous AI systems more 
sustainable because they will not 
commit common sense errors, in-
fringe on human rights intentionally, 
or carelessly create situations that can 
lead to harm and conflict.13

Understanding the use of human- 
centricity is critical given the 
ways i n wh ich hu ma n ness 

h a s  previously served to maintain 
technology-driven development. Algo-
rithmic nudging via GAI is an emerging 
practice that deserves attention from in-
dustry and academia. With continuing 
advances in GAI and machine learning, 
algorithmic nudging is much more po-
tent than its nonalgorithmic counter-
part. Nudge principles have been applied 
to algorithms, and increasingly more 
algorithms are used in nudging. While 
convenient and useful, these nudges 
have elicited a series of ethical concerns 

about privacy, information disclosure, 
manipulation, and tweaking.

Practically, the nudge model pro-
vides useful suggestions for policymak-
ers and AI industry on how to manage 
and operate accuracy nudges. Given 
the identified importance of accuracy 
nudges, AI firms and GAI providers 
should make fundamental changes to 
the social media ecosystem to redirect 
attention to accuracy systematically. 
In particular, given user attention’s 
changeable nature, firms should figure 
out the interventions that would last 
long enough to influence user behavior 
on a long-term basis. 
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